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On The Distribution Of A Product

Of Two Random Variaoles

Khursheed Alam

Clemson University

Summary. Let U and V be two independent random

variables, and let W - UV. It is shown that if V is

distributed as X
2m,6' a non-central Chi-square with 2m

degrees of freedom and non-centrality parameter 6, then

W is distributed as a Chi-square random variable if. and

only if U = 1 with probability 1. If-V is normally-dis-

Stributed with mean p, say, it is shown that W is normally

distributed if, and only if, the -distribution of U is-

degenerate at a point distinct from the origin, when

i� OU, or the distribution has probability mass at two

points equidistant from the origin. This result is general-

ized for the case in which V is a random vector, distributed

according to the multivariate normal distribution and U is

an independent random matrix.-

---------------
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1. Main results. Let U and V be independent random

variables, and let . be distributed as X thati2m.6 tha is, non-

central Chi-square with 2m degrees of freedom and non-*

centrality parameter 6. Let W = UV. Theorem 1.1 below,

gives a necessary and svfficient condition that W is dis-

tributed as a-Chi-square random variable.

Theorem 1.1. W is distributed as a Chi-square random

variable if, and only if, U = 1 with probability 1.

Proof: The sufficiency part of the theorem is trivial.

We consider the necessary condition of the theorem. Let W

2be distributed as X2mt 6', where m' > 0 ,nd 6' > 0. Clearly,

U > 0 with probability 1. Suppose that P{U > I1}l a,

where a and • are positive numbers. Let C = i-(i+0)-. Then

(A.1) E e CW=E(e CUV)

> aE(e•2)

where E denotes expectation. From the distribution of

Chi-square it is seen that the left hand side of (1.1) is

finite, whereas the right hand side is infinite. Therefore,

P{{U> 11 = 0.

/c
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The density function of the distribution of X2 m is2m,6

AF given by

(1.2) g(x) = e-6 r f0 -r! 2m+2r(X); xr-0

where

(1.3) f2m(X) W xm-le-x/ 2 /( 2mr(m))

1 2m

denotes the density function of the distribution of X22m' a

central Chi-square with 2m degrees of freedom. The Laplace
1 2
transform of the distribution of X 2 m 6 is given by

(1.4). *(X) = fe-Xg(x)dx

= e iT1C+ 2 )mr
r=0

= (I+2X)-mexp(-2XS/(1+2X))

1where X > -g. Therefore, the Laplace transform of the dis-

•- tribution of W = UV is given by

(1.5) *(X) E((!+2XU)-mexp(-2X6U/(I+2XU))).



As W is distributed as x we have from (1.4) that

(1.6) (1 = +2A) exp(-2X,'/(1+2X)).

We shall show-that m = m' and 6 = 6'. Let H(u) denote

the distribution function of U, and let

(1.7)

h(uX)=(l+2Xu)-mexp(-2XSu/(1+2XuY)/J (+2Xu) mexp(-2X~u/(l+2Xu))dH(u)

0 < u < 1.

Let X > 0. It is seen that h (u,X) represents a density

function with monotone likelihood ratio property in. X, that

j
is,

joh(uAX)dH(u) 1-

and
(1.8) h(u,X)h(u',X')-h(:u',X)h.u,)) >_ 0

for u' > u and V1 > X. -From the monotone likelihood ratio

property, given -by (1. 8), -it -follows that

-if

-L ___ _ _ _
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H'(x;X) = h~u,X)dH(u), 0 < x <1

- is non-itncreas ing ±in X f'or each x. Theref'oz f'or any

non-decreasing (non-increasing) integrable f'unction c(u),

we have that

In(X) =o f~u~dH'(u,:'

is noni-dec-reasing-(n-on-incr-ea.-.ing) in X. Thus

(1.9) T1(X) < J i(u) dHi u)

V ~if' C(u) is non-increasing in u.

From (1,5) we have

j(1.10) -XaogýpCW)/x = m+ 1+2XuX)

On the other hand, f'rom (1.6) we have

1+2~ (1+2X)



From (1.9) we have that

SI (l+2Xu)-ldH'(u;X) < f (1+2Xu)-idH(u)1o 1 -o

00

for X > 0. Therefore, the integral on the right hand side

of (1.10) tends to zero as X + •. It follows from (1.10)

and (11.11), letting X ÷, that m = m'l, and also 6-m =

6'-m'. Thus, 6 = 6'.

As V and W have the same Chi-square distribution, it

follows that U = 1 with probability 1. The Theorem is proved.

Let U and V be independent random variables as in the

preceding. From Theorem 1.1 we have the following corollary.

Corollary 1.1. If V is normally distributed with mean p

then W is normally distributed if., and only if, the distri-

bution of U is degenerate at a point distinct fron the

origin, when p 31 0, or the distribution has probability mass

-at two points, equidistant from the origin.

Proof: The sufficiency part of the corollary is trivial.

We consider the necessary condition of the corollary. It is

given that V and W are normally distributed. Let v denote

the mean of W. Without loss of generality we may assume

that Var(V) = Var(W) = 1. Then V2 and W2 are distributed

as Chi-square with 1 degree of freedom. As W 2 U2 V2 from

2 2Theorem 1.1 we have v = , and

? -
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(1.12) P{U 2  1 } =1.

As v = E(W) = PE(U), w- have that E(U) = 1 or -1 if j • 0.

Therefore, P{U = 1} = 1 or P{U = -1} = 1, if i • 0. Thus

the distribution cf U is degenerate if p y 0. This completes

the proof of the corollary.

Next we generalize the results of Corollary 1.1. L;t

A be a pxp random matrix which is nca-singular with probability

1, and let Y be a p-component random vw 1tor, distributed

Saccording to the multivariate normal distribution with mean

S• and covariance •, where • is a diagonal matrix. Let ýi

and a, denote the ith component and the ith vector., respective-

ly, of C and A. We shall say that the distribution of ai

-has property jr if P{.x = ±a}--= 1 for some non-null vector a.

Suppose that lI,..., -a and Y are -mutually independent. Let.

Z = AY. We have the following re~sult.

Corollary 1.2. The distribution of Z Js multivariate-

normal if, and only if, for each i = 1, ... , k, the distri-

bution of mi is either degenerate at a point distinct from

the origin if i 0, or if the distribution Qf a has property 'ir.

Proof: It is known that a p-component vector X is

multivariate normal if and only if the distrit-ation of 'X 1[ is univariate normal fcr all non-null p.-c~omponent row vector

X'. Therefore Z is normally distributed-if and only if

- --
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?XZ, given by

(1.13) X =z (X= )yi
i=!1

is normally distributed for all non-null vectors A', where

Y I denotes the ith component of Y. The sufficiency part of

the corollary is shown easily. We shall prove the necessary

condition of the corollary.

Suppose that X'Z is normally distributed for all non-

null vectors V'. As the components of Y and the columns of

A are independent, the terms of the summation on the-right

hand side of (1.13), are independently distributed. By the

reproductive property of the normal distribution it follows

that (X'ai )Y, is normally distributed for each i = 1, ... , p.

From Corollary 1.1 it follows that the distribution of V'ai

is discrete which is either degenerate at a point distinct

from the origin, or it has saltus at two points equidistant

from the origin, and that the distribution is degenerate if

i 0. This result, whicu holds for all non-null vector

X', implies the conclusion of the corollary.

The following result, due to Kingman and Graybill El],

is related to Corollary 1.2. Let Y be a p-component random

vector, and let the components of Y be independently and

F __
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identically distributed. Let A = (aij) be a pxp random

matrix which is orthogonal with probability 1, and

P

E( aij) 9 0 for some i. Let Z = AY. From Theorem 3.1J=l

of [1] it follows that Z N(0,Ip) if and only ifY • N(0,Ip)
p p

where I denotes the pxp identity matrix.P

A plausible result supplementing Theorem 1.1 is given

below as a conjecture. Let X and Y be independent random

variables, and let Z = XY.

Conjecture I: If E(Z)Y 0 then Z is normally distri-

buted if and only if either X or Y is

normally distributed.

Suppose that Conjecture i 1s true. From Corollary 1.1 we

have the following proposition characterizing the norimial

distribution.

Proposition: If E(Z) 9 0 then Z is normally distributed

if, and only if, between the two random

variables X and Y one of them is normally

distributed and the other is degenerate

at a point distinct from the origin.
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The following example shows that the assumption

E(Z) # 0 is necessary for C.njecture I to be true. Let X' be

a random variable distributed as (X~m)l/ 1 , that is, 4th

root of Chi-square with 2m degrees of freedom, and let U be

an independent random variable taking values +1 and -1 with

equal probability Set X = UX'. Let Y be didtributeC as
2m 14

(4m indejendent of U and X'. Clearly, the distri-

bution of Z = XY is symmetrical about the origin.

2
Let P(t) denote the characteristic function of LogZ

As the characteristic function of logX2m is equal to

it 2 2 2
2 r(m+it)/r(m), and Z = (X') Y , we have

(1.14) D(t) = 21t r(m+t)r(m+- + !)/r(m)r(m+l/2)

=_2itP(2m+it)/r(2m).

The second line on the right hand side of (1.14) is obtained

from Legendre's duplication formula for the gamma function.

Let m = 1 then (1.14) shows that Z is distributed as

As the distribution of Z is symmetrical about the origin,

it follows that Z is normally distributed with mean zero

and variance 1, whereas neither X nor Y is normally

distributed.
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